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Abstract 
 

Texture recognition of synthetic aperture radar (SAR) images, an important technique in the remote sensing area, 

has been deeply interested in the past decade. It is a key method to analyze this special case of images in practical 

applications. Watershed transform seems to be a proper method utilized to segment images. However, speckle noise 

in SAR images and the low resolution of edges make the segmentation and texture recognition difficult in a 

watershed transformation. Because of excellent results from curvelet transform in feature extraction and filtering as 

well as watershed advantages in image segmentation, an efficient method to recognize and segment various textures 

in SAR images is proposed. In this paper, a new algorithm for texture recognition of SAR images is presented. Four 

main steps in texture recognition of SAR images have been developed in the proposed algorithm. First, the curvelet 

transform is applied to the SAR image so that the existent image noise is reduced as much as possible. In the second 

step, the features of various textures in SAR image are extracted based on sub-bands from curvelet transform. In the 

third step, a label matrix based on the extracted features is formed by the watershed transform. In this matrix, a 

label is given to a single texture in SAR image which represents watershed regions. Finally, by applying watershed 

transform tothe matrix, the textures of SAR image are classified and recognized. The proposed scheme has been 

tested on both agricultural and urban SAR images. Experimental results demonstrate the efficiency of the proposed 

approach in texture recognition of SAR imagery. 

 

Keywords: Textureclassification, land cover recognition, synthetic aperture radar (SAR) image, and Curvelet 

transform. 

1.0 INTRODUCTION 

Global monitoring for the environment, mapping the earth’s resource, recognizing and tracking special objects, and 

developing military systems require broad-area imaging at high resolutions and acquiring images in inclement 

weather or during night as well as day [1]. The increasing advancement of research and technology in the field of 

radar technology has led to the emergence of a new generation of image radars called Synthetic Aperture Radar 

(SAR). SAR imaging has capabilities to provide broad-area imaging at high resolutions and to acquire images in 

inclement weather or during night as well as day [2]. SAR systems take advantage of the long-range propagation 

characteristics of radar signals and the complex information processing capability of modern digital electronics to 

provide high resolution imagery. Synthetic aperture radar complements photographic and other optical imaging 

capabilities because of the minimum constraints on time-of-day and atmospheric conditions and because of the 

unique responses of terrain and targets to radar frequencies [3]. Unique capabilities of radar and SAR images over 
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optical images resulted in the vast utilization of the images in various applications. These characteristics had a 

variety of capabilities for radar images in comparison with optical ones: SAR imaging process against optical, is 

independent from day and night, and weather conditions as well [4]. So, different objects can be identified by 

texture analysis of the images [5]. However, in addition to the given advantages, the disadvantage is that SAR 

image processing is highly complicated, and therefore it cannot be definitely said that SAR sensors are able to 

recognize different objects. In the captured SAR images, objects are seen smaller as well as SAR images are 

engaged with some noise phenomena called speckle [6]. Image segmentation is considered as an important issue in 

different fields of image processing and machine vision such as pattern recognition, scene analysis, and image 

analysis. Image segmentation is the process of dividing images into a variety of regions based on the features like 

color, texture, and objects present in the images. The regions are sets of pixels which contain useful information 

regarding the present textures in the image. The result of image segmentation is some form of image whose analysis 

through the meaningful data becomes easier and more understandable [7]. The different methods presented to 

segment and recognize SAR image textures, have considered the present noise in SAR images as the main 

challenge in segmentation [8-10]. A method based on an active contour model by using level set function to 

segment SAR images proposed in [11].Active contours are based on two categories: edge-based and region-based. 

In [12], a local binary fitting (LBF) method has been proposed which was a region-based active contour model. 

This method extracts the local intensity information from the regions in a controlled scale manner.In this method, 

two terms were used to control contour movement: one was the edge-based control and the other was ballooned 

force. The scalability of the LBF method is due to the existence of a kernel function with scale parameters which 

allows using the local intensity information in a controlled scale value of small neighborhoods. The LBF method 

doesnot need the image gradient, which is the main advantage of this method over edge-based active cotours. It has 

also a good performance for weak boundaries images.In [13], region-based methods were used and particular 

descriptors from every region such as texture, shape, noise and so on have been used to control the movement of the 

active contour. However, its convergence is faced with the problem. A variety of other methods have been 

suggested to recognize and classify radar images which function based on the curve evaluation algorithms [14]. In 

[14], the classical snake method along with several physical noises has been utilized. The principal problem of this 

method is that the topological changes occur due to theestimation and discretization process of the curve. 

Segmenting and recognizing new radar image models are all dependent on the homogeneous light intensity in 

regions which should be segmented. A problem with texture recognition is non-homogeneity of the light intensity 

distribution in the images. This problem makes the proper recognition of the texture difficult. Non-homogeneous 

light intensity phenomenon occurs due to the various reasons, among the most effective ones is the noise existent in 

radar images. In [15], a new region-based active contour model has been proposed to segment SAR images, which 

makes use of the statistical features of the present pixels in each region of the image. This method is not able to 

overcome the problem of non-homogeneous light intensity perfectly as well as it is not able to recognize different 

textures of a SAR image. The present paper suggests an efficient method to segment and recognize SAR images 

texture by using curvelet method and watershed. 

 

This paper is organized in the following sections.A concise introduction of curvelet and watershed transformation is 

given in Section 2.Segmentation and recognition of SAR images is illustrated in Section 3.Application ofthe 

method and the results are explained in Section 4. ROC curves, AUC of ROC, and accuracy of the proposed method 

are compared to three other methods in Section 5.Finally,Aconclusion is given in Section 6. 

 

2.0 RELATED WORKS 

Suppose that we have two functions named P(x) and Q(y) where 1( ,2)
2

x and  1,1y  . The frequency of 

jV for each scale 0j j , in the frequency domain is defined as [16] 
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where jV is the Fourier transform of jc . So, the whole curvelets at 2 j
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ix Y i i
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j l

j l i j ic x c Y x x  (2) 

 

where 
L

Y is rotated by L radians. The curvelet coefficients of a function f are calculated as below [16]. 

 

2, , , ,( , , ) : ,c ( ) ( ) ( )j l i j l i
R

k j l i f f x c x d x     .(3) 

 

The curvelet transform can be implemented in the Fourier domain based on Plancherel’s theory. In this case, we 

have [16] 
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If using Cartesian arrays is considered, then the Cartesian window is given by [16] 

 

     1

~

:  j j jRV Q   (5) 

 

 

where    1 12 j

jR R  ,      
2 2

1 1 12R c c    , and   2
2 12

j

jQ Q   
  

 
. In this case, 

 jQ  is a set of slopes 
2

.2
j

l l
 
   with equal spaces, 

2 2
2 ,..., 2 1

j j

l
   
         , and ,

4 4l
    

 
. 

So, we have [16] 

 

 



A New Curvelet-Based Texture Classification Approach for Land Cover Recognition of SAR Satellite Images.  pp 218-239 

 

 

221 

Malaysian Journal of Computer Science.  Vol. 27(3), 2014 

 
 

 

 

     1

~

:
l

j j jRV Q S   .      (6) 

 

Here, 
l

S  is a shear matrixwhere
1 0

:
tan 1l

l

S


 
  

 
.  

~

,j lU  window is a concentric tiling, which is 

shown in Fig.1 [16]. 

 

 

 

 
Fig. 1. Curvelet tiling of frequency [16]. 

 

 

 

Curvelet coefficients are obtained as [16] 

 

     
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Here, b has discrete values, 2
1 2: .2 , .2

j
jb i i


 

  
 

[16]. 

 

Candèset al. proposed two Fast Discrete Curvelet Transform (FDCT) algorithms, one based on unequally spaced 

Fast Fourier Transform (FFT) and the other based on wrapping of specially selected Fourier samples [16, 17].  

 

This paper used wrapping because it is more perceivable intuitive and it needs shorter calculation time. ―Wrapping‖ 

steps are as follows [16]: 

 

1- Applying 2-DFFT and obtaining Fourier samples of  1 2
ˆ ,f    where 1 2, 2 Z    and

1 2,N p p N     [16].  
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2- Forming  , 1 2,
LjU     and  1 2

ˆ ,f   for each j scale and l angle [16]. 

 

3- Putting wrap of the generated function around its origin value and obtaining 

   , 1 2 , 1 2
ˆ, ( f) ,j l j lf P U      [16]. 

 

 

4- Applying reversed form of 2-DFFT for each ,j lf  and collecting discrete coefficients of  , ,DK j l i [16]. 

 

 

After FDCT, curvelet coefficients are directly related to the scales and different directions of the original image. 

High frequencies of noise should be removed to improve the image. The relationship between coefficients should 

be considered while removing the noise. The high-frequency coefficients were compressed on small scales. In other 

words, there are low noises with small deviations on a large scale. On different scales, noise deviations almost 

follow the Gaussian distribution [18, 19]. However, noise deviations are almost equal on even scales at different 

directions. 

 

Noise deviation estimation on large scales: 

 

 
1.22 1

,  = e .l

j l l 
(8) 

 

Noise deviations on fine and detailed scales [18-20] 
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 

1 2,2

,
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 = 

i i

j l l





.(9) 

 

 ، 0.6745 and 
1 2,i i are curvelet coefficients on a small scale. ,j k is bigger than noise coefficients, which is 

defined as [18] 
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,
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j l N
j


 


.                                                                                                 (10) 

       

Therefore, the modify function is similar to the one mentioned in [18, 21] for the wavelet. 
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In Eq. 11, n (0<n<1) determines rate of nonlinearity. K1 (0<k1<1)regulates the estimated noise deviation. Mmax 

(o<l<1) and m=1 are selected. Mmax is the biggest coefficient in the relative band. If the image is infected with 

serious noises, the tune value can be set on ,T (x) 0   j l  for removing the noise [18]. 

 

Therefore, the denoising algorithm is shown in Fig. 2 [18]. 

 

 

 

 

      

 

 

Fig. 2. Schematic diagram of denoising algorithm based on Curvelet transform. 

 

 

In image processing, the edges are generally in the form of curves and the wavelet and ridgelet transforms are not 

able to present them efficiently, but in proper scales, a curved edge is transformed into a straight line. On the 

principle of this method, Candès and Donoho presented another multi-criteria transformation called first generation 

curvelet to illustrate curved form discontinuities more efficiently [22]. The idea in this method is dividing the 

curves into a set of small straight lines and processing each piece by ridgelet transformation. Ridgelet 

transformation matches discontinuities with higher dimensions. One-dimensional discontinuities can be in the form 

of straight or curved lines. Ridgelets are only matched with straight line discontinuities and are effective for them. 

Curvelet transformation is a multi-scalar transformation, and presents the structural information in an image based 

on multi-radius directions in the given frequency range. The main idea of this transformation is analyzing the image 

into a set of sub-bands and calculating the obtained coefficients to analyze the given texture [23]. Curvelet 

transform is not limited to spatial and frequency domain. Itcan also perform in angular detection. Geometric 

characteristics of constructions have been ignored in wavelet transform. Thus denoising becomes inefficient 

computationally for features with surface and line irregularities. The first generation of the curvelet transform was 

implemented for image denoising for the first time by Candès and Guo [24], and by Starck et al. [25] in 2002. In 

2004, the second generation of curvelet was proposed by Candès and Donoho. After that the application of 

curvelets was expanded quickly. Amongst the main applications of the curvelet transformation are the noise 

removal, improvement, and classification of SAR images. Curvelet transform has been introduced recently as multi-

scale transformation which allocates an optimum detection for noise disturbance [25-27].Ma and Plonka introduced 

two various algorithms for combining nonlinear diffusion schema with discrete curvelet transform [28]. In this 

model, a shrinkage curvelet is implemented to the noisy data points and then projected variation diffusion was 

applied for reducing the Pseudo-Gibss artifacts. In the second model [29], a nonlinear reaction-diffusion was 

implemented and then the curvelet shrinkage was applied as a regularizer of the diffusion process. B.Zhang et al. 

[30] used curvelet for noise reduction and compared it with wavelet and ridgelets. Tessens et al. [31] used curvelet 

domain statistics for context image denoising. In this method, an inter-subband statistical evaluation of curvelet 

coefficients was performed that can categorize two classes of coefficients. One is the parts of the image that are 

useful and the other is the parts that are dominated by noise. In[31], a model based on marginal statistics, which is 

an appropriate method for indicating local spatial activities, was proposed. This model was very useful for image 

denoising [32].Fig.3illustrates the complete process of calculating curvelet transformation for an image. In the 

process, the image that is analyzed into a set of sub-bands is given. Ridgelet transformation is applied to each block 

in the end. 

 

Applying curvelet on the original 

image 
Calculation of ,j l  

parameter value in each 

band 

 
Calculation of multiple 

coefficients in each band using 

the modify function 

 

Restoration of the final image 

using a modified coefficient 
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Fig. 3. The complete calculation process of curvelet transform for an image.  

 

 

The basic definition of awatershed is distance-based thatfollows the theory of topographical distance. It is assumed 

that watershed is defined for a given relief function   :f x X R  in some of the domains of
2X R . 

 

Definition1. For every function f, the topographical distance between the two points x and y is the weight of the 

distance with a gradient norm of f  [33]: 

 

    , inf .
x y

L x y f s ds





 

  (12) 

  

 

Here,  x y  represents a set of possible paths from x to y. Eq.12 is applicable when the function is smooth. 

When the function is not smooth, a discrete version of the Eq. 12 is applied, which was proposed by Meyer [34]:

  



A New Curvelet-Based Texture Classification Approach for Land Cover Recognition of SAR Satellite Images.  pp 218-239 

 

 

225 

Malaysian Journal of Computer Science.  Vol. 27(3), 2014 

 
 

 

 

1 1

~

2

L( , ) min ( , ). ( , ).
n

i i i i

i

x y r r dist r r


 



  (13) 

  

 

Here, dist(.) represents the Champer distance [35]. The minimal path is selected among all of the possible paths 

from x to y through adjacent pixels 1 2, ,..., nr r r  . Here, r1=x, rn=y and ri and ri-1are equal inside the vicinity of 

Champer.  1,i ir r ,approximates the gradient norm. Based on Meyer’s proposed method [34],  1,i ir r is 

defined as follows [33]: 

 

 

 

i-1

1 1 i-1

i 1 i-1 i

( )                          if   f(r ) f( )

( , ) ( )                        if   f(r ) f( )    .

min ( ),LS(     if    f(r )=f(r )

i i

i i i i
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LS r r

r r LS r r

LS r r
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

 

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


 

(14) 

 

Here, LS (
ir ) is the lower slope in 

ir  [33, 34]. 

 

Function f has a limited number of regional minima [36], denoted by
1,..., PM M . i  represents the surface of f 

over Mi. Eq. 15 is used for topographical distance conversion for the regional minimum [33]: 

 

 

     , inf . , .
i

i i
v M

L u L u M L u v


  (15) 

 

 

The p values are obtained for each point inside the regional minima distance. Catchment basins and watershed lines 

are defined as follows [33]: 

 

 

Definition2. The catchment basin CBj, which is located inside regional minimum Mi, is defined as follows [33]: 

 

   

{ ,  1 j P:

             < } .

i

i i i j

CB u U j i

L u L u 

     

 
 (16) 

 

 

Definition3. In function f, the watershed line is a set of points that do not belong to the catchment basin line [33]: 

 

   \ .i
i

WS f U CB M  (17) 

 

If regional minima are at the same level, watershed is the SKIZ (skeleton by zones of influence) topography [37] 

inside regional minima. 

 

The function f can be retrieved from the regional minima distance [34]: 
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.   
1
min{ L }i i

i K
f x x

 
  (18) 

 

In practice, watershed lines are created from a set of given regions, which are called markers, to avoid 

oversegmentation. First, all marker points are set to a minimum value such as zero and a new relief is created by 

recursive conditional erosion [33]: 

 

.1 max{f, g }n ng      (19) 

 

Here, g0(x) is a function whose value is 0 on the markers and   otherwise. gn  represents the erosion gn of 

minimum disk. Next, watershed conversion is applied to g , which has markers with just a single minimum value.  

 

The classic watershed line in g  is a subset of the watershed line of the original function with the most important 

holding edges [33]. 

 

If 
m

S  is a set of markers, the given path   is from x to
m

S . In this case [33]: 

.

   max
z

C f z





 (20) 

 

 C   is called the connection cost in [38], which is used to recover the relieves. (x)g
 can be interpreted as the 

maximum water level of the markers that must be obtained before flooding of x [33]: 

 

. (x) min
mx S

g P



 

 (21) 

 

 

Here, [
m

u S ] represents a set of paths; therefore, it links x and 
m

S  together. 

 

Watershed transformation is a topological tool for segmenting and dividing an image [7]. Christan Lantueioul [39, 

41] studied the effect of a binary accumulation of gains for modeling a polycrystallinealloy. He investigated the 

geodesic metric that is used for building a SKIZ in [40, 41]. To study the drainage characteristics of a topographic 

surface, he built minima's geodesic SKIZs. It was the first algorithm of building of watersheds. Lantuejou and Sege 

Beucher [40, 41] implemented the watershed to segment an image of gas bubbles. It was the first time that 

watershed had been used for the application of segmentation. In 1997, Diagabel et al. [42] presented the watershed 

transformation as abased-morphological tools. Then, F.Maisonneuve approached the watershed theoretically, and 

after that, it has been used in many grayscale segmentation problems. Nowadays, it is being used to study the 

different points of view, such as theoretical, practical, and algorithmical applications [43]. The watershed 

segmentation was improvedby Li et al. in2003. They proposed a method that represents watershed segmentation 

using appearanceknowledge and formal shape to improve their methods[44].Watershed transformation can be 

considered as a region-based segmentation approach. The segmentation of SAR images into homogeneous and 

meaningful regions based on Watershed transform is the next step in this paper.Fig.4shows an image of the 

watershed transformation process for different regions. According to this figure, the main idea of watershed appears 

like a landscape of immersing regions in a lake. Different watershed regions are illustrated with catchment basins 

(CBs), and each region is filled up with water starting at each local minimum. The discrete lines on the 

figurerepresent watershed dams constructed to prevent water from leaking into other basins. As a general result, it 
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can be seen that the watershed lines have had the efficiency to separate and segment the various regions in the 

landscape. 

 

 
Fig. 4. Watershed transform process for various regions. 

 

 

Watershed transformation is used as L = watershed (A) in MATLAB program.Alabel matrix which determines 

watershed regions is calculated from the input matrix A. The matrix can be of any dimensions. In the present paper, 

the input matrix A is a 2 dimensional matrix. The calculated elements of matrix L are integer values which are 

greater than or equal to zero. These labels are called watershed pixels. In the calculated matrix L, the labeled 

elements 1 belong to the first watershed region, and 2 belong to the second one. The process continues for other 

regions as well. The labeled elements zero in the matrix L characterize the borders between the various regions. 

Amongst the effective factors on watershed segmentation is the background noise which causes improper 

segmentation and results in the phenomenon of over-segmentation. Furthermore, in case of a low contrast image 

and its low gradient, the segmentation will face under-segmentation. This phenomenon makes the separate regions 

in the watershed image to be mixed with each other mistakenly. To avoid these phenomena and to segment the 

watershed image properly, the curvelet transformation has been used. 

 

3.0  METHODOLOGY ON SAR IMAGES 

 

The proposed method comprises several stages: in the first stage, the input SAR image is denoised; in the second 

stage, by applying the curvelet transformation on the denoised SAR image, the useful features are extracted to 

describe the texture. In the next stage, the labeling matrix is formed based on the extracted features, and finally, by 

applying a watershed transformation on the label matrix, the input SAR image texture issegmented and recognized. 

The block diagram of the proposed method is illustrated in Fig.5. 
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Fig. 5. Block diagram of the proposed method. 

 

3.1Denoising SAR Images 

 

As SAR images are engaged with a noise phenomenon called speckle, the watershed transformation faces over-

segmentation while segmenting the noisy images. Due to the excellent results from the Curvelet transformation in 

denoising SAR images, in this stage, the image noise is removed by applying Curvelet transformation on the main 

SAR image. Fig.6(a) illustrates the original image of a SAR image captured from Washington D.C. by a SAR 

satellite. The image is among the set of city images captured in X band. Fig.6(b) shows the noise removal of the 

image by the Curvelet transformation. 

 

 
(a)                                                         (b) 

Fig. 6. (a) The original SAR image of a city region, and (b) Denoising SAR image of a city region by the 

Curvelet transform. 

3.2Image Location Decomposition 

 

In this stage, the denoised SAR image is segmented into smaller blocks with no overlap. Although the image 

processing time is extended, the texture segmentation and recognition are done more carefully. In the present paper, 

the block size for each particular texture is 16 16. The selection of SAR image blocks for each particular texture is 

Input SAR image 

Denoising the SAR image 

Applying Curvelet transformation 

Applying watershed transformation 

The segmented SAR image 



A New Curvelet-Based Texture Classification Approach for Land Cover Recognition of SAR Satellite Images.  pp 218-239 

 

 

229 

Malaysian Journal of Computer Science.  Vol. 27(3), 2014 

 
 

 

 

done through the selection of blocks with the optical images of the given region. Fig.7illustrates an optical image of 

the same area of a city SAR image. 

 

 

 
Fig. 7. Optical image of the same area with SAR image of a city region. 

 

3.3Describing Image Blocks  

 

In this stage, the curvelet transformation describes the present information in the denoised SAR image blocks in the 

form of different sub-bands. Each sub-band of the transformation includes a certain level of degree and angle of 

separation. In the present paper, the curvelet transformation with the scale of 2 and angle of 8 is applied to the 

selected blocks, which leads to 9 sub-bands. 

3.4Feature Extraction 

 

This stage plays a significant role in segmentation and recognition of SAR image textures. The selection features of 

this stage should be powerful enough so that different textures can be distinguished from one another. The feature 

extraction algorithm of each sub-band extracts the energy and the standard deviation of curvelet coefficients from 

the given sub-band. The reason for choosing the energy and standard deviation of curvelet coefficients as selected 

features is that their efficiency has been proved in a lot of past research [1, 2, 4, 15, and 45]. The features of energy 

and standard deviation of coefficients in different sub-bands are calculated and extracted respectively through the 

formulas as below: 
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In the formulas, i is the sub-band index, N i  is the number of the sub-band coefficients, and the parameter ( )C ji  is 

the j
th

 curvelet coefficient from the sub-band i. 

 

3.5Applying Watershed Transformation 

As the obtained coefficients through curvelet transformation for various textures in a SAR image are different, the 

features of energy and standard deviation of different textures are different as well. To evaluate the performance of 

the proposed features, the moving and stationary target acquisition and recognition (MSTAR) public release data set 

is used [46]. The SAR images in the MSTAR data set have a resolution of 0.3 m×0.3 m with HH polarization by 

the Sandia National Laboratory X-band SAR sensor. The depression angles of the target images are 15° and 17° and 

that of the clutter images is only 15◦. In this paper, 500 target images and 300 clutter scenes with 1784×1478 pixels 

are used. All these images, with a size of 128×128, are distributed in the entire 360 azimuth coverage. 

 

According to the proposed scheme, Tables 1 and 2 illustrate the extracted features from the first 4 sub-bands of 

curvelet transformation in some textures composed of water and vegetation regions in 800 SAR image. Note that 

the average of the results is presented in each section in these two tables. 

 

Table 1. Extracted features for water region textures 

Sub-band No. 1 2 3 4 

Energy 1.3551e+003 0.0196 0.0257 0.615 

Standard deviation 1.3184e+003 0.1246 0.1399 0.1993 

  
 

Table 2. Extracted features for vegetation region textures 

Sub-band No. 1 2 3 4 

Energy 4.8899e+004 3.3353 3.8956 3.2249 

Standard deviation 4.8678e+004 2.2874 2.7330 1.9670 

 
 

By calculating watershed transformation, a labeling matrix is formed on the basis of the extracted features. In the 

given matrix, a single label is given to a certain texture in the image which represents watershed regions. Finally, by 

applying the watershed transformation on the whole matrix, the textures included in the image are classified and 

recognized. 

4.0 EXPERIMENTAL RESULTS 

To explain comparative advantages of the proposed algorithm with respect to LBF, wavelet model, and Gabor filter, 

the results of different algorithms on simulated and real SAR images are presented. 

4.1 Segmentation and Classification of Simulated SAR Image 

With the purpose of assessing the performance of the proposed method numerically, we first illustrate an 

experiment on a simulated three-look SAR image. This three-look simulated SAR image, as shown in Fig. 8(a), is 

produced by averaging three independent realizations of ―Salt and pepper‖, ―Gaussian‖ and ―speckle‖ noises. The 

ground truth image, as shown in Fig. 8(b), is used to compute the error rates of the segmentations and classifications 

obtained by different algorithms.  
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The four algorithms are used for segmentation and classification, respectively: 1) the LBF method [13]; 2) the 

wavelet transformation method [1]; 3) the Gabor filter method [47]; and finally 4) the proposed algorithm in this 

paper. Fig. 8(c) shows the segmentation result with the LBF model. Fig. 8(d) shows the recognition result of the 

wavelet, which is better than the LBF model. Fig. 8(e) shows the segmentation result obtained by the Gabor filter. 

Fig. 8(f) shows the best segmentation and classification result, according to the error rate. We found that the 

comprehensive error rates are reduced from 4.36% to 1.32% by using wavelet. The error rates have increased to 

4.31% by using Gabor filter,and reduced to 1.29% by using the proposed algorithm. Therefore, Gabor filter is better 

than LBF, wavelet-based method is better than Gabor filter and the proposed algorithm outperforms the wavelet-

based method. 

 

 
Fig. 8. (a) Three-look simulated SAR image (209× 209), (b) ground truth, (c) segmentation obtained by LBF 

model[13] (error rate: 4.36%; the number ofmissegmented pixels: 1906), (d) recognition obtained by the wavelet 

transformation[1], (error rate: 1.32%; the number of missegmented pixels: 578), (e) segmentation obtained by 

Gabor filter[47](error rate: 4.31%; the number of missegmented pixels: 1883), and (f) recognition results obtained 

by the proposed method (error rate: 1.29%; the number of missegmented pixels: 564). 
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Visually, the segmentation of the LBF, which is shown in Fig. 8(c), is severely noisy in both uniform and no 

uniform regions. Many pixels in three segments are confused. The wavelet-based model performs better than the 

LBF, as shown in Fig. 8(d). The segmentation obtained by Gabor filter, which is shown in Fig. 8(e), is also spotty in 

both consistent and non consistent regions. Therefore, the wavelet-based model is more sturdy to the noise than the 

LBF and Gabor models. In the result, the missegmented pixels mainly locate in the black regions of Fig. 8(a), and 

the white regions of Fig. 8(a) are segmented better than the others. Compared with LBF, wavelet-based, and Gabor 

filter, the proposed method reduces the number of the missegmented pixels, as shown in Fig. 8(f). 

 

4.2 Segmentation and Classification of Real SAR Images 

 

 
(a)                                             (b) 

 
(c)                                              (d) 

 
(e)                                               (f) 

Fig. 9.(a) Segmentation results obtained by the LBF method [13], (b) recognition results obtained by the wavelet 

transformation[1], (c) segmentation results obtained by Gabor filter[47], and (d-f) recognition results obtained by 

the proposed method. 
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(a)                                         (b) 

 
(c)                                           (d) 

 
(e)                                         (f) 

Fig. 10. (a) Segmentation results obtained by the LBF model [13], (b) recognition results obtained by the wavelet 

transformation [1], (c) segmentation results obtained by the Gabor filter [47], and (d-f) recognition results obtained 

by the proposed method. 

 

 

In this subsection, the results on real SAR images will be discussed. The proposed method is applied to two 

different textures in the both mentioned images. One includes a city region, and another an agricultural area. 

Setting borders for water region and other ones in the image as well as the appearance of watershed lines are done 

by placing zero labels around the given label to the water regions in the labeling matrix. To do a comparison 
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between the results, the effects of the proposed method in the present paper have been compared with three sample 

methods,including LBF [13], wavelet transformation [1], and Gabor filter [47]. Fig. 9(a) illustrates the results from 

the LBF as a method based on the lightness intensity of pixels on water and vegetation covered regions. Fig. 9(b) 

illustrates the results from the tests of wavelet transformation for segmentation of the image. In this method, 

wavelet transformation and support vector machine have been utilized to recognize and segment the different 

textures. Fig. 9(c) illustrates the results from applying a Gabor filter for image segmentation. As it is shown, the 

water region textures have been improperly recognized and segmented. Furthermore, other texture has also been 

mixed and segmented wrongly. Fig. 9(d) to 9(f) illustrate the results of the experiments by utilizing the proposed 

method on the water region texture. The proposed method has improved the homogeneity of water regions so that 

the textures have been properly segmented in the three images. The proposed method can also be applied to other 

textures. 

The next experiment has been carried out on a SAR image of an agricultural area. This image is taken of a rice-

growing region near Okayama, Japan. It includes 5 different textures of water, buildings, plants, rice, and wheat. 

Results from LBF, wavelet transformation, and Gabor filter methods for image segmentation have been illustrated 

in Fig. 10(a) to 10(c) respectively. The water regions in this image have also been improperly recognized and 

segmented. The different textures in the images have been mixed and wrongly segmented. The segmentation and 

recognition results from the proposed method, as shown in Fig. 10(d) to 10(f), have better results over other 

methods. The border between water and other regions has been distinguished properly by watershed lines. 

 

5.0 COMPARISON 

Since the wavelet-based method proposed in [1] is better than LBF and Gabor filter methods, we would compare the 

ROC for the proposed method and the wavelet-based method [1]. The ROC of the mentioned two methods is shown 

as follows: 

 

Fig. 11. The ROC curve of the wavelet transform and the proposed method. 

 

 

As shown in the Fig. 11,the AUC of the proposed method is bigger than the AUC of wavelet-based method [1]. So, 

it can be concluded that, the accuracy of the proposed method is better than the wavelet-based method proposed in 

[1]. In the ROC curve, the x and y axis show the FPR and TPR respectively. As mentioned above, since the 

wavelet-based method is the best method of all three methods that has been compared to the proposed method, only 

the ROC curve in the proposed method and wavelet approaches, has been compared in this figure. 
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The area under the ROC curve is bigger in the proposed method. AUC [48]in the proposed method and wavelet is 

0.86 and 0.83 respectively. 

 

However, we can also compute the accuracy of the proposed algorithm without having any information about the 

ROC curve and compare it with other methods. As we know, since we have ground truth image, so we can calculate 

the number of white and black pixels. In this experiment, we have two errors:  

 

1) The error of black pixels, which are classified incorrectly as white pixels. 

2) The error of white pixels, which are classified incorrectly as black pixels. 

To compute these two errors, we should compute the valuesbelow: 

a) The whole number of pixels in the image (43681 pixels in our experiment). 

b) The number of black pixels, which are classified incorrectly as white pixels (452 pixels in our experiment). 

c) The number of white pixels, which are classified incorrectly as black pixels (112 pixels in our experiment). 

d) The whole number of pixels with incorrect classification (b+c) which is 564 as reported in the experiment. 

e) The whole number of pixels with correct classification (a-d), which is 43681-564 = 43117 pixels. 

 

After computation of the black and white pixels in the ground truth image, these values are 35119 and 8562 for 

black and white pixels respectively. So, the error caused by black pixels is 
452

0 0103
43681

.  and the error caused by 

white pixels is
112

0 0026
43681

. . Thus, 

The error of black pixels which are classified incorrectly as white pixels=1.03%. 

 

The error of white pixels which are classified incorrectly as black pixels=0.26%. 

 

The overall error rate is: 1.03%+0.26%=1.29%. 

 

So, the accuracy is 98.71%. 

 

In the proposed method, if we consider the black pixels as positive, and the white pixels as negative, we have [48]: 

 

Positive (P) =35119, Negative (N) =8562, True positive (TP) =34667, and True negative (TN) =8450.    

Accuracy =0.987, 

 

which this accuracy is actually the normalized value of 98.71%, that we obtained previouslyfor accuracy. 

 

The accuracy in other methods is obtained in the same way.The accuracy in Gabor, LBF, and wavelet methods, are 

95.69, 95.64, and 98.68 respectively. 

 

6.0 CONCLUSION 

 

Texture recognition in SAR images is very important and has many applications that can be implemented via 

segmentation. SAR images are of high resolution and can take images of various regions at any time of the day and 

in all weather conditions. However, due to the speckle noise, there are major problems in segmenting these images 

with common methods of image processing. This paper proposes a curvelet and watershed-based method for 

segmentation of SAR images and recognition of various textures in them. Curvelet is an effective method for noise 

reduction and extracting useful features. First, curvelet transformation is used for noise reduction. Curvelet reduces 

the noise without destroying the main information of the image. It preserves the edges and boundaries of the image 
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and does not blur them, which results in a more effective recognition of the information regarding the details of the 

SAR image. Next, 16×16 windows are extracted from various textures of vegetation and water. Since the energy 

and standard deviation of the curvelet coefficients are different in various sub-bands, these features play an 

important role in texture recognition of the radar images. Therefore, watershed transformation is applied on the 

image after feature extraction in order to segment it. The proposed method resolves the disadvantages of other 

methods to a desirable extent. As the results of the simulated and real images reveal, the presented method, which is 

proposed to recognize and study water and vegetation texture types, has a better performance compared to the other 

methods for both texture types. This is due to extracting more effective and better features in this method compared 

to the previous methods. Both visual and numerical comparisons indicate that the presented method is superior to 

the other methods, more powerful in segmentation, and has a better accuracy and lower segmentation error than 

these methods. 
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